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Abstract
Hierarchy is an important and commonly observed topolog-
ical property in real-world graphs that indicate the relation-
ships between supervisors and subordinates or the organi-
zational behavior of human groups. As hierarchy is intro-
duced as a new inductive bias into the Graph Neural Net-
works (GNNs) in various tasks, it implies latent topological
relations for attackers to improve their inference attack per-
formance, leading to serious privacy leakage issues. In addi-
tion, existing privacy-preserving frameworks suffer from re-
duced protection ability in hierarchical propagation due to the
deficiency of adaptive upper-bound estimation of the hierar-
chical perturbation boundary. It is of great urgency to effec-
tively leverage the hierarchical property of data while satisfy-
ing privacy guarantees. To solve the problem, we propose the
Poincaré Differential Privacy framework, named PoinDP, to
protect the hierarchy-aware graph embedding based on hy-
perbolic geometry. Specifically, PoinDP first learns the hier-
archy weights for each entity based on the Poincaré model
in hyperbolic space. Then, the Personalized Hierarchy-aware
Sensitivity is designed to measure the sensitivity of the hier-
archical structure and adaptively allocate the privacy protec-
tion strength. Besides, the Hyperbolic Gaussian Mechanism
(HGM) is proposed to extend the Gaussian mechanism in Eu-
clidean space to hyperbolic space to realize random pertur-
bations that satisfy differential privacy under the hyperbolic
space metric. Extensive experiment results on five real-world
datasets demonstrate the proposed PoinDP’s advantages of
effective privacy protection while maintaining good perfor-
mance on the node classification task.

Introduction
The inherent topological properties of graphs have been
widely leveraged in graph representation learning as induc-
tive biases (Yuan et al. 2023; Sun et al. 2022c; Li et al.
2023; Zhang et al. 2024). Real-world graph data typically
exhibit intricate topological structures with diverse proper-
ties (Sun et al. 2021b), and the hierarchy frequently as-
sumes a pivotal role, which naturally mirrors human be-
havior within hierarchical organizations. This property as-
sists in the learning of graph representation by capturing im-
plicit data organization patterns (Papadopoulos et al. 2012).
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(a) Latent Tree Structure.

(b) Neighbour Classification.

(c) Hierarchical Classification.

Figure 1: Privacy leakage on the hierarchical structure.

However, dealing directly with hierarchy in the topological
space proves to be challenging in the Euclidean embedding
space. In contrast to the Euclidean space, the hyperbolic ge-
ometric space can be conceptualized as a continuous tree-
like structure, naturally capable of representing the topolog-
ical hierarchy (Sun et al. 2022a, 2023b). The constant neg-
ative curvature of the hyperbolic geometric space imparts
it with a more potent ability for hierarchical representation
compared to the flat Euclidean space (Krioukov et al. 2010;
Sun et al. 2023a). Recent works in hyperbolic representation
learning (Ganea, Bécigneul, and Hofmann 2018a; Tifrea,
Bécigneul, and Ganea 2019) have achieved noteworthy suc-
cess by harnessing the hierarchy, where the hierarchy is re-
garded as the prompt for balancing the aggregation weights.
These methods manifest how the hierarchy can be utilized to
enhance the effectiveness of graph representation learning.

However, while representation learning in the hyperbolic
geometric space offers benefits, it comes with the potential
drawback of increased susceptibility to the leakage of sen-
sitive user information. Hierarchical structures are prevalent
in graph data, as depicted in Figure 1(a). Euclidean and hy-
perbolic spaces exhibit distinct perceptual capabilities for hi-
erarchical structures. For instance, in Euclidean space, clus-
tering based on node distances can reflect whether an indi-
vidual is a patient, while node distances in hyperbolic space



can indicate the type of ailment. In addition, traditional Eu-
clidean Graph Neural Networks (GNNs) primarily focus on
neighborhood aggregation and struggle to capture latent hi-
erarchical tree-like structures, as illustrated in Figure 1(b).
Consequently, the feature perturbation conducted by con-
ventional GNN privacy frameworks only disturbs connec-
tions among nodes of the same category, to thwart attacker
inferences. However, although hyperbolic GNNs provide
a direct approach to learning hierarchical structural fea-
tures, they concurrently elevate the risk of privacy leak-
age, as depicted in Figure 1(c). Attackers, without accessing
sensitive information, can deduce patients’ medical condi-
tions. For example, within the hierarchical structure, an at-
tacker can infer that patients affiliated with psychiatric de-
partments are likely to have mental illnesses, and patients in
infectious disease departments have contagious diseases.

To address privacy concerns, notable privacy-preserving
techniques have been proposed. Differential privacy
(DP) (Dwork 2006; Dwork et al. 2006) stands out as one
of the most prominent methods due to its robust mathe-
matical foundation. However, existing DP methods tailored
for graph representation learning have predominantly cen-
tered on safeguarding node features and neighborhood struc-
tures (Ren et al. 2022; Yang et al. 2021; Wei et al. 2022),
with a limited focus on preserving implicit topological prop-
erties such as hierarchy. This underscores the need for novel
strategies that holistically address both the intricate topolog-
ical features and privacy considerations within graph repre-
sentation learning.

To utilize the geometric prior of the hyperbolic space to
capture the hierarchy properties and guarantee that the sensi-
tive information in the hierarchy, the major problems are as
follows: (1) Traditional privacy-preserving methods usually
consider the privacy between neighbors or relations to gen-
erate perturbation noise, which is weak to capture the hierar-
chical structure of the graph. (2) Existing privacy-preserving
techniques measure the privacy of nodes in Euclidean space,
which doesn’t work in hyperbolic space due to the Gaussian
mechanism based on the standard normal distribution just
defined in Euclidean space.

Present work. To address the above problems, we pro-
pose a novel Poincaré Differential Privacy framework for
protecting hierarchy-aware graph embedding based on hy-
perbolic geometry, named PoinDP1. First, the Personal-
ized Hierarchy-aware Sensitivity (PHS) is designed to uti-
lize the Poincaré model to capture the inter- and intra-
hierarchy node information. PHS can allocate the privacy
budget between radius (inter-hierarchy) and angle (intra-
hierarchy) and learn high-quality graph representations ef-
fectively while satisfying the differential privacy guarantee.
Then, a novel Hyperbolic Gaussian Mechanism (HGM) ex-
tends the Gaussian mechanism in Euclidean space to hyper-
bolic space to realize random perturbations that satisfy dif-
ferential privacy under the hyperbolic space metric for the
first time. Extensive experimental results conducted on five
datasets empirically demonstrate that PoinDP has consistent
advantages. We summarize our contributions as follows:

1Code is available at https://github.com/WYLucency/PoinDP.

• We propose a novel Poincaré differential privacy
for hierarchy-aware graph embedding framework
named PoinDP. To the best of our knowledge, this is the
first work that presents the privacy leakage problem due
to the hierarchical structure and gives a definition of the
privacy problem in terms of hyperbolic geometry.

• In PoinDP, the Personalized Hierarchy-aware Sensitivity
can measure the sensitivity of the hierarchical structure
and adaptively allocate the privacy protection strength.
Besides, we extend the Gaussian mechanism in Euclidean
space to hyperbolic space to realize random perturbations
that satisfy differential privacy under the hyperbolic space
metric for the first time, which can be used in other hyper-
bolic privacy works to promote community development.

• Experiments demonstrate that PoinDP can effectively re-
sist attackers with hierarchical information enhancement,
and learn high-quality graph representations while satis-
fying privacy guarantees.

Related Work
Graph Neural Networks
In the field of graph representation learning, Graph Neu-
ral Networks (GNNs) have achieved remarkable success in
learning embeddings from graph-structured data due to their
powerful graph representation capabilities, while are widely
extended for downstream tasks in complex scenarios (Kipf
and Welling 2017; Velickovic et al. 2018; Hamilton, Ying,
and Leskovec 2017). However, traditional GNNs operating
in Euclidean space often fall short of effectively utilizing the
topology properties of graphs, leading to suboptimal seman-
tic understanding, particularly overlooking the hierarchical
relationships within the data, which is of vital importance in
real-world scenarios.

Recently, certain categories of data (e.g., hierarchical,
scale-free, or spherical data) have demonstrated superior
representation capabilities when modeled through non-
Euclidean geometries. This has led to a burgeoning body of
work on deep learning (Tifrea, Bécigneul, and Ganea 2019;
Sala et al. 2018; Ganea, Bécigneul, and Hofmann 2018b).
Notably, hyperbolic geometric spaces have garnered signifi-
cant attention and adoption within the domain of graph rep-
resentation learning (Liu, Nickel, and Kiela 2019; Chami
et al. 2019; Bachmann, Bécigneul, and Ganea 2020; Sun
et al. 2021a; Fu et al. 2023; Sun et al. 2022d; Wu et al.
2022), attributed to their inherent capacity and prowess in
preserving hierarchical structures (Sun et al. 2022b).

However, with the evolution of increasingly intricate
models aimed at extracting potential correlations among
nodes, the complex structure inadvertently amplifies the at-
tackers’ capacity for inference, enabling lateral enhance-
ment of their inferential ability. Unfortunately, the ma-
jority of GNN-based methodologies have been demon-
strated to possess vulnerabilities susceptible to inference at-
tacks (Olatunji, Nejdl, and Khosla 2021; Zhang et al. 2022).

Differentially Private GNNs
Differential privacy (DP) (Dwork 2006) is a privacy pro-
tection method and introduces random noise perturbation



mechanisms to the original data, ensuring that attackers can-
not infer the original data from the outputs of models. For
graph privacy protection, we divide the existing DP method
into two levels: node-level and edge-level.

For node-level DP, the works focus on perturbing node
features or node labels to execute privacy protection. As-
gLDP (Wei et al. 2020) proposed randomized attribute lists
(RAL) to perturb each bit of node feature by the random-
ized response, and LPGNN (Sajadmanesh and Gatica-Perez
2021) used a multi-bit mechanism to sample perturbed fea-
tures while using the randomized response to mask node
labels. GAP (Sajadmanesh et al. 2023) perturbed the out
of each aggregation using Gaussian noise while saving
them. HeteDP (Wei et al. 2022) utilized meta-path to adapt
data heterogeneity while personalized node perturbation by
multi-attention mechanism.

For edge-level DP, the target of noise addition is the topol-
ogy of the graph, e.g. the degree and the adjacency matrix
that represent the information about the interactions between
nodes. LDPGEN (Qin et al. 2017) computed each subgroup
degree vector on the client, then uploaded it to the server
and exerted Laplace noise to the degree vectors. The graph
structure generation uses the BTER model. Solitude (Lin,
Li, and Wang 2022) used the randomized response to flip
graph adjacency matrix and a regularization term to opti-
mize noise. LF-GDPR (Ye et al. 2022) perturbed node de-
grees and adjacency matrix in the client and the server will
receive a double-degree message to aggregate and calibrate.

However, most DP schemes are deficient in adaptability to
complex structures and hardly explore potential properties to
adjust perturb design.

Preliminary
Differential privacy (Dwork 2006) is considered to be one
of the quantifiable and practical privacy-preserving data pro-
cessing techniques. It protects privacy by adding noise to
the query results, and an attacker cannot infer any informa-
tion from these query results even if he or she knows all the
records except this particular individual information.
Definition 1 ((ϵ, δ)-Differential Privacy). Given two adja-
cent datasets D and D′ differ by at most one record, and
they are protected via a random algorithmM, which satis-
fies (ϵ, δ)-differential privacy (DP) (Dwork et al. 2006). For
any possible subset of output O ⊆ Range (M), we have

Pr [M (D) ∈ O] ≤ eϵPr [M (D′) ∈ O] + δ, (1)

where ϵ is the privacy budget, δ is a probability to break
ϵ-DP and Range(M) denotes the value range ofM output.

Definition 2 (Sensitivity). Given any query S on D, the sen-
sitivity (Dwork et al. 2006) for any neighboring datasets D
and D′ are defined as

∆2S = max
D,D′

∥S (D)− S (D′)∥2 . (2)

Definition 3 (Gaussian Mechanism). Let S : D → OK

be an arbitrary K-dimensional function and define its L2

sensitivity to be ∆2S. The Gaussian Mechanism (Dwork and
Roth 2014) with parameter σ adds noise scaled toN

(
0, σ2

)

to each of the n components of the output. Given ϵ ∈ (0, 1),
the Gaussian Mechanism is (ϵ, δ)-DP with

σ ≥
√

2 ln (1.25/δ)∆2S/ϵ. (3)

For a graph G, the overall form of the perturbed noise is
defined as

M (G) △
= S (G) +N

(
0, (△2S)2 σ2

)
, (4)

where ∆2S controls the amount of noise in the generated
Gaussian distribution from which we will sample noise into
the target.

Our goal is to keep (ϵ, δ)-DP effective in high-
dimensional projection spaces and message passing while
maintaining classification performance. Compared to the
traditional Euclidean space, hyperbolic space has a stronger
hierarchical structure. The Poincaré ball model (Nickel and
Kiela 2017) is a commonly used isometric model in hyper-
bolic space, and we exploit it to capture the latent hierarchi-
cal structure of the graph.

Definition 4 (Poincaré Ball Model). Given a constant nega-
tive curvature c, Poincaré Ball Bn is a Riemannian manifold
(Bnc , gBx ), where Bnc is an n-dimensional ball of radius 1/

√
c

and gBx is metric tensor. The Poincaré distance between the
node pair (x,y) is defined as

dBn
c
(x,y) =

2√
c
tanh−1(

√
c ∥−x⊕c y∥), (5)

where ⊕c is Möbius addition and ∥·∥ is L2 norm.

Definition 5 (Poincaré Norm). The Poincaré Norm is de-
fined as the distance of any point x ∈ Bnc from the origin of
Poincaré ball:

NormBn
c
(x) = ∥x∥Bn

c
=

2√
c
tanh−1(

√
c ∥x∥). (6)

Our Approach
In this section, we introduce the overall learning framework
of PoinDP, a unified hierarchy-aware graph neural network
for privacy guarantees with differential privacy, and find out
how to achieve privacy protection in the hierarchy structure.
The framework is shown in Figure 2, and the overall process
of PoinDP is shown in Algorithm 1.

Personalized Hierarchy-aware Sensitivity
To the best of our knowledge, as described in many ex-
isting privacy-preserving models, the sensitivity of differ-
ential privacy is usually measured by the L2 norm (Eu-
clidean distance), which makes it difficult to measure the
non-Euclidean structure accurately. Therefore, the sensi-
tivity of the traditional method measured under Euclidean
space is not accurate when used in the hierarchy. Moreover,
to solve the personalized privacy requirements of hierarchi-
cal structures, we aim to be able to explicitly design for inter-
and intra-hierarchy sensitivity. Inspired by the hyperbolic
geometric prior, we design a novel Personalized Hierarchy-
aware Sensitivity based on the Poincaré embedding (Nickel



Figure 2: Overview of PoinDP. Given G as input, PoinDP consists of the following three steps: (1) PHS Computing: We first
obtain the Poincaré embedding using the adjacency matrix A and compute the PHS. (2) Noise generation: The sensitivity is
utilized to perform the HGM in order to obtain the hyperbolic noise satisfying (ϵ, δ)-DP. (3) Perturbation & Optimization: The
noise is injected into GNNs, and the privacy budget allocation is optimized according to the downstream task feedback.

and Kiela 2017) for generating random perturbation noise
with adaptive inter- and intra-hierarchy correlations.

Hierarchy-aware node representation. First, we need
to explicitly represent the graph hierarchy based on the
Poincaré embedding. We utilize the Poincaré embedding to
learn a hierarchy-aware node representation, which is a shal-
low model, and minimize a hyperbolic distance-based loss
function. Then We learn node embeddings eV = {ei}∥V∥

i=1

(ei ∈ Bn, V ∈ V)2 which represents the hierarchy of nodes
in the Poincaré ball model based on Eq. (5). The embeddings
can be optimized as

Θ′ ←argmin
Θ
L(Θ), s.t. ∀θi ∈ Θ : ∥θi∥ < 1/c, (7)

whereL(Θ) is a softmax loss function that approximates the
dependency between nodes, Θ is the parameters of Poincaré
ball model.

We can obtain the radius and angle of the node on the
Poincaré disk based on the Poincaré embedding eV . A
smaller NormBn(eu) indicates that u is located at the top of
the hierarchy. The node with a top-level hierarchy is approx-
imately near the center of the disk and plays a more impor-
tant role in the graph. Then we can give the inter-hierarchy
sensitivity by using the radius r of nodes on Poincaré disk.
Definition 6 (Inter-hierarchy Sensitivity). Given V and V ′

are the neighboring subsets of graph nodes, and V and V ′

only differ by one node. The inter-hierarchy sensitivity can
be defined as:

∆BnPr = max
V,V ′

∣∣∣NormBn(eV )−NormBn(eV
′
)
∣∣∣ . (8)

On the other hand, since the angle sector on the hyper-
bolic disk indicates the node similarity or the community,

2We use the Poincaré ball model with standard constant nega-
tive curvature ∥c∥ = 1, the curvature parameter c will be omitted
in our method.

we use it to measure the correlations of nodes within a hier-
archy level. As the Poincaré ball is conformal to Euclidean
space (Ganea, Bécigneul, and Hofmann 2018a), the angle
between two vector u, v at the radius r is given by

α(u, v)|eV =
gB

n

x (u, v)√
gBp

x (u, u)
√

gBn

x (v, v)
=
⟨eu, ev⟩
∥eu∥ ∥ev∥

. (9)

Similarly, we measure the correlation within the intra-
hierarchy based on the angle α between any two nodes on
the Poincaré disk.

Definition 7 (Intra-hierarchy Sensitivity). Given V and V ′

are the neighboring subsets of graph nodes, and V and V ′

only differ by one node. The intra-hierarchy sensitivity can
be defined as:

∆BnPα = max
V,V ′
∥α (V, V ′) |e(V ∪V ′)∥Bn . (10)

Then we utilize the inter-hierarchy ∆BnPr and intra-
hierarchy ∆BnPα sensitivities separately to focus on the im-
portance of nodes at different radius and angles and generate
perturbation noises that satisfy personalization.

Hyperbolic Gaussian Mechanism
The existing works widely used differential privacy strate-
gies based on Laplace noise or Gaussian noise to achieve
protection. However, due to the difference in metric scales,
their noise computation can only be performed in flat Eu-
clidean space, which is difficult to adapt to curved hy-
perbolic space. To address the privacy issues proposed by
the hierarchy of graphs, we design a Hyperbolic Gaus-
sian Mechanism that will extend the Gaussian mecha-
nism in Euclidean space to hyperbolic space based on the
Wrapped Gaussian Distribution (Nagano et al. 2019) to re-
alize stochastic perturbations that satisfy differential privacy
in the metric of hyperbolic space. The hyperbolic Gaussian



distribution with c = 1 is defined as
NBn(z|µ, σ2

ϵ I) = N (λµ logµ(z)|0, σ2
ϵ I) · γ((z|µ)),

with γ(z|µ) =
(

dBn(µ, z)

sinh dBn(µ,z)

)n−1

,
(11)

where µ ∈ Bn is mean parameter, σϵ ∈ Rn is standard devi-
ation, logµ(·) is the logarithm map function,and γ represents
the spatial mapping and normalization.
Hyperbolic Gaussian Mechanism. Let f : B|X | → Rn

be an arbitrary n-dimensional function, and define its hyper-
bolic sensitivity to be ∆Bnf = maxadjacent(D,D′) ∥f(D)−
f(D′)∥Bn . The Hyperbolic Gaussian Mechanism with pa-
rameters σ adds noise scaled toNBn(·|0, σ2I) to each of the
n components of the output.
Theorem 1. Let ϵ ∈ (0, 1) be arbitrary. For c2 >
2 ln(1.25γ(·|µ)/δ), the Hyperbolic Gaussian Mechanism
with parameter σ ≥ c logµ(∆Bnf)γ(·|µ)/ϵ is (ϵ, δ)-
differentially private on hyperbolic space.

To satisfy the (ϵ, δ)-differentially private in hyperbolic
space, the hyperbolic sensitivity and hyperbolic Gaussian
noise sampling need to be mapped to the tangent space by
logarithm map function logµ(·), and the privacy budget ϵ and
parameter δ also need to be isometric mapped in the tangent
space of µ. Please refer to Appendix A.1 for the detailed
proof.

According to the above, we can obtain two kinds of per-
turbation noise based on the inter-hierarchy ∆BnPr and
intra-hierarchy ∆BnPα sensitivities. The Hyperbolic Gaus-
sian Noise can be generated by

ηϵrr ∼ NBn(z|µ, c2 logµ(∆BnPr)
2γ(z|µ)2/ϵ2rI),

ηϵαα ∼ NBn(z|µ, c2 logµ(∆BnPα)
2γ(z|µ)2/ϵ2αI).

(12)

Perturbation and Optimization
To better utilize hierarchical information to provide
hierarchy-aware privacy perturbations, we utilize GNNs to
capture the domain representation of nodes. Given a graph
G = (V, E) with node set V and edge set E . For the semi-
supervised node classification task, given the labeled node
set VL and their labels YL, where each node vi is mapped to
a label yi, our goal aims to train a node classifier fθ to predict
the labels YU of remaining unlabeled nodes VU = V \ VL.
Therefore, following the aggregation and update mechanism
of message passing in GNNs, we define the embedding
learning of nodes u in (l + 1)-th layer as

h(l+1)
u = σ

 ∑
v∈V(u)

cvW
(l)h(l)

v

 , (13)

where cv is a node-wise normalization constant and V(u)
is the neighbor set. During the continuous iteration in the
training stage, the features of node u will be updated with a
hyperbolic Gaussian mechanism as

ĥ = h+ ηβ·ϵr + η(1−β)·ϵ
α , (14)

where β is the normalized attention weight to learn the inter-
and intra-hierarchy importance in nodes and rationally allo-
cate the privacy budget, i.e. ϵr + ϵα = ϵ.

Therefore, we complete the noise generation and addition
by hierarchy-aware mechanism. The objective for PoinDP is
the average loss of predicting labels of unlabeled nodes, for-
mulated as

L =
1

∥VU∥
∑
v∈VU

LG(ĥu,v, yv), (15)

where LG stands for the loss of semi-supervised node clas-
sification and is implemented by cross-entropy in this work.

Algorithm 1: Overall training process of PoinDP
Input: Graph G = {V, E} with node labels Y;

Number of training epochs E.
Output: Predicted label Ŷ .

1 Parameter Θ initialization;
2 Learning and optimizing node Poincaré embedding

eV ← Eq. (7) and (9);
3 for e = 1, 2, · · · , E do

// Personalized Hierarchy-aware
Sensitivity

4 Calculate hierarchy-aware sensitivity ∆BnPr and
∆BnPα ← Eq. (8) and (10);
// Hyperbolic Gaussian Mechanism

5 Calculate the hyperbolic Gaussian distribution
NBn(z|µ, σ2

ϵ I)← Eq. (11);
6 Learning node embeddings hu ← Eq. (13);
7 Perturbing node embeddings ĥ by hyperbolic

Gaussian noise← Eq. (14);
8 Predict node labels Ŷ and calculate the

classification loss L ← Eq. (15);
9 Update model parameters by minimizing L.

10 end

Experiments
In this section, we conduct experiments on five datasets and
seven baselines to demonstrate the privacy protection adapt-
ability and the graph learning effectiveness of PoinDP based
on a semi-supervised node classification task.

Dataset and Model Setup
Datasets. For datasets (see Appendix B.1), we chose three
citation networks (Cora, Citeseer and PubMed) and two
E-commerce networks in Amazon (Computers and Photo).

Baselines. For baselines, GCN (Kipf and Welling 2017),
GAT (Velickovic et al. 2018), and HyperIMBA (Fu et al.
2023) are convolutional neural networks model, attention
neural networks model, and hierarchy-aware model, re-
spectively. VANPD and LaP (Olatunji, Nejdl, and Khosla
2021) which use the Laplace noise perturbation mechanism
are privacy models in Euclidean space. RdDP, AtDP, and
the proposed PoinDP are privacy methods in hyperbolic
spaces. RdDP and AtDP are two variant models of DP noise
generation, representing the addition of random noise and
attention-aware noise, respectively.



Table 1: Weighted-F1 and Micro-F1 score of the node classification task. (Result: average score ± standard deviation; Bold: the
best of baseline model; Underline: runner-up.)

Model
Cora Citeseer PubMed Computers Photo

W-F1 M-F1 W-F1 M-F1 W-F1 M-F1 W-F1 M-F1 W-F1 M-F1

GCN 80.0±1.1 80.1±1.1 68.1±0.2 68.6±0.2 78.5±0.5 78.5±0.5 84.7±2.3 82.5±3.6 90.2±1.4 89.6±1.6
GAT 81.6±1.1 81.8±1.0 69.4±1.2 70.0±1.0 77.0±0.5 77.0±0.4 87.5±0.4 87.1±0.5 92.9±0.2 92.8±0.2

HyperIMBA 83.0±0.3 83.1±0.4 76.3±0.2 73.4±0.3 86.6±0.1 86.5±0.1 89.6±0.2 89.6±0.1 92.8±0.3 92.5±0.3

VANPD 40.9±1.6 41.5±1.6 35.6±1.2 35.6±1.2 61.8±0.2 61.8±0.3 74.1±1.1 74.3±1.0 84.4±1.0 84.3±1.1
LaP 62.6±0.9 61.4±0.9 55.0±1.5 53.2±1.5 68.3±0.2 68.2±0.2 80.1±1.0 79.9±1.0 88.9±0.9 88.7±1.0

RdDP 78.1±0.2 75.1±0.4 73.1±0.5 70.0±0.7 79.1±0.7 78.6±0.9 80.5±0.9 76.1±1.6 91.4±0.2 90.1±0.5
AtDP 81.0±0.2 80.0±0.2 74.8±0.1 72.0±0.2 83.5±0.0 83.5±0.0 81.5±4.4 78.4±7.2 91.7±0.6 91.3±0.7

PoinDP 78.2±0.6 75.5±1.2 75.5±0.2 72.5±0.2 83.8±0.2 83.7±0.2 86.9±0.4 86.5±0.5 92.6±0.2 92.4±0.3

Table 2: Weighted-F1 scores (% ± standard deviation) and improvements (%) results of Ablation Study. (Result: average score
± standard deviation; Bold: best.)

Model
Cora Citeseer PubMed Computers Photo

W-F1 ∆ (%) W-F1 ∆ (%) W-F1 ∆ (%) W-F1 ∆ (%) W-F1 ∆ (%)

PoinDP 59.9±1.4 - 74.0±1.3 - 79.4±0.5 - 83.8±0.4 - 91.9±0.5 -
PoinDP (w/o inter) 48.4±2.6 ↓11.5 60.6±4.1 ↓13.4 70.8±1.4 ↓8.6 79.5±1.8 ↓4.3 91.3±0.4 ↓0.6
PoinDP (w/o intra) 48.8±0.4 ↓11.1 60.1±9.9 ↓13.9 76.6±1.4 ↓2.8 82.6±1.2 ↓1.2 91.3±0.2 ↓0.6

PoinDP (w/o allocate) 51.2±2.4 ↓8.7 69.5±2.8 ↓4.5 77.2±0.7 ↓2.2 82.7±0.4 ↓1.1 91.5±0.4 ↓0.4

Settings. PoinDP performs the semi-supervised node clas-
sification task to verify its privacy performance. Our dataset
split follows the PyTorch Geometric. The learning rate lr is
0.005, the privacy budget ϵ to be [0, 1], and the training iter-
ations E to be 200. For other model settings, we adopt the
default optimal values in the corresponding papers. We con-
ducted the experiments with NVIDIA GeForce RTX 3090
with 16GB of Memory.

Performance Evaluation
Performance of Node Classification. We evalu-
ate PoinDP for node classification where privacy models
are trained in ϵ = 1. The Weighted-F1 and Micro-F1 scores
are reported in Table 1 where the best results are shown in
bold and the runner-up results are shown in underline. It can
be observed from the results that differential privacy-based
models perform worse on the classification task compared
with non-DP models while increasing the protection for sen-
sitive information, which is caused by adding extra noise.
Notably, PoinDP gets the absolute upper hand in terms of
performance among privacy-preserving models compared
to other privacy-preserving models. Because the hyperbolic
noise is more adapted to the operations in the hierarchical
structure, the destructive power in the Euclidean noise
is significantly attenuated, resulting in uniformly higher
performance. In conclusion, on the premise of improving
the ability for privacy protection, PoinDP preserves the
data availability as much as possible and improves the
performance of the node classification task.
Ablation Study. In this subsection, we conduct the ablation
study for PoinDP to validate the model utility provided by

our consideration of node hierarchies (w/o inter) and corre-
lations (w/o intra) on a hierarchical structure, and to remove
the adaptive privacy budget allocation (w/o allocate) to these
two properties, i.e., the optimization of hyperbolic noise is
removed. We set ϵ = 0.01 for easy observation. The results
as shown in Table 2, indicate that missing any component
of PoinDP leads to a degradation of the performance, where
PoinDP (w/o allocate) has the smallest impact in most of
the datasets, but numerically demonstrates the effectiveness
of the privacy budget allocation. In addition, the one-sided
perturbations in both PoinDP (w/o inter) and PoinDP (w/o
intra) experiments reflect a strong influence on the model
performance, suggesting that they have individualized per-
turbation rules for the nodes.

Case Study and Analysis of Sensitivity. As a case study,
to verify the effectiveness of PoinDP in privacy protection
and its generalization ability to hierarchical structures, three
splits for Cora are provided as Cora (random sampling train-
ing set), Top-level and Bottom-level (sampling the top 33%
and bottom 33% of the training samples, respectively), and
their training sets with moderate, weak, and strong sensitiv-
ity, respectively. Note that the nodes are ordered from high-
est to lowest according to the Poincaré weights, indicating
that the nodes range in sensitivity from lowest to highest. As
shown in Fig. 3, Cora, which randomly samples the training
nodes, has the best overall performance and is comparable
to the Top-level, and finally Bottom-level.

For the analysis of sensitivity, we evaluate the model per-
formance by setting different ϵ from 0.01 to 1, where ϵ mea-
sures the strength of the model’s privacy protection, with
smaller values indicating greater privacy protection power,



Figure 3: Hierarchical sensitivity experiments on Cora.
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Figure 4: Cumulative error distribution with differential
privacy-preserving method on Cora.

less usability, and more information loss. As shown in Fig. 3,
for the overly strict ϵ = 0.01, both the Top-level and the
Bottom-level show the worst performance that can be under-
stood, but in the looser limits, the Top-level samples perform
well (these nodes are decisive for the downstream task so the
amount of perturbation is low and the performance is almost
close to Cora’s). Whereas PoinDP in the Bottom-level sam-
ples adapts the requirement of needing a high degree of pri-
vacy preservation while providing the protection ability in a
high privacy budget for sensitive data.
Analysis of Noise Distribution. Fig. 4 shows that the noise
mechanism of PoinDP by the cumulative error distribution.
We compare five privacy-preserving models and find that the
error accumulation for PoinDP grows the fastest and ends
its accumulation at 0.5, indicating a focused imposition of
noise, and reflecting the individualized hierarchical pertur-
bation mechanism of PoinDP. However, others are slow to
converge, indicating a high percentage of results with large
error values, and they aimlessly put noise into the samples,
leading to poor usability. Overall, our hyperbolic Gaussian
mechanism can put noise for some samples in a focused
manner, providing personalized protection capability.
Visualization. We visualize the noise distribution of the four
privacy models on the Cora dataset to intuitively represent
the ability of our models to perceive hierarchical structures.
Please refer to Appendix B.2 for other visualizations. Fig. 5
expresses the data as its whole with a hierarchical struc-
ture, where the colors represent the amount of noise and
the position of each point is the layout of the node on the
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Figure 5: Visualization of noise distribution on Poincaré disk
for VANPD and PoinDP on Cora.

Table 3: Membership Inference Attack (MIA) performance.
(↑: the higher, the better; ↓: the lower, the better)

Dataset
Hyperbolicity δ

PubMed
δ = 1.65

Photo
δ = 0.15

Metric AUC ↑ Prec. ↑ AUC ↑ Prec. ↑

A
tta

ck GCN 62.8±1.5 63.8±1.4 79.7±2.5 80.7±2.6
GAT 58.4±2.4 59.3±2.8 79.7±0.9 80.4±0.8

GCN+H 63.2±0.2 64.0±0.2 82.4±0.4 83.4±0.4

Metric AUC ↓ Prec. ↓ AUC ↓ Prec. ↓
D

ef
en

se VANPD 51.1±0.3 51.2±0.5 68.1±1.6 68.9±1.5
LaP 51.9±0.5 52.8±0.5 70.3±0.1 71.0±0.1

PoinDP 46.7±2.1 46.5±3.0 37.4±0.6 34.8±2.0

poincaré disk. As can be noticed in PoinDP in Fig. 5 (b),
as the radius of the disk increases, the noise nodes become
lighter in color and exhibit different colors at different an-
gles, which fully demonstrates PoinDP’s excellent ability to
capture inter- and intra-hierarchy information. In contrast,
the other models exhibit uniform perturbations to the hierar-
chy. In a nutshell, benefiting from the PHS and HGM mech-
anisms, PoinDP again demonstrates its effectiveness.

Attack Experiment. We conduct Membership Inference
Attack (MIA) (Olatunji, Nejdl, and Khosla 2021) and the
results are reported in Table 3. Please refer to Appendix
B.3 for the detailed attack settings and performance anal-
ysis. The conclusion is that hierarchical information H can
enhance the attacker’s reasoning ability, while PoinDP can
provide superior protective capabilities.

Conclusion
In this paper, for the first time, we propose the privacy
leakage problem caused by the hierarchical structure of the
graph and define the problem from the perspective of hy-
perbolic geometry. We propose PoinDP, a novel and uni-
fied privacy-preserving graph learning framework for the
hierarchical privacy leakage issue. PoinDP designs person-
alized hierarchy-aware sensitivities and defines differential
privacy techniques in hyperbolic space, and obtains high-
quality graph representations while satisfying privacy guar-
antees. Experimental results empirically demonstrate the su-
perior hierarchy perception capability of our framework and
obtain excellent privacy preservation.
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A Proofs
A.1 Proof of Theorem 1
The proof of Theorem 1 in Section .

Proof. Given a database D and a query f , the perturbation
mechanism will return f(D) + η, where the noise is nor-
mally distributed in hyperbolic space. We are adding noise
NBn(·|0, σ2I) and the sensitivity for two adjacent dataset x
and y is defined as:

∆Bnf = max
adjacent(x,y)

∥f(x)− f(y)∥µ. (16)

According to Eq. (1), we consider the conditions σ under
which the privacy loss is bounded by ϵ. For convenience, we
denote ∥ · ∥µ as the Poincaré Norm on the pole µ. Let v
be any vector satisfying ∥v∥µ ≤ ∆Bnf . For a fixed pair of
databases x, y, we have v = f(x) − f(y). The privacy loss
in hyperbolic space is∣∣∣∣∣ln e(−1/2σ2)∥x∥2

µ

e(−1/2σ2)∥x⊕v∥2
µ

∣∣∣∣∣ , (17)

where the x is sampled from NBn(·|0, σ2
ϵ I), and the µ =

(0, ..., 0) is the pole of hyperbolic and tangent space. Then
we have∣∣∣∣∣ln e(−1/2σ2)∥x∥2

µ

e(−1/2σ2)∥x⊕v∥2
µ

∣∣∣∣∣ =
∣∣∣∣ 1

2σ2

(
∥x∥2µ − ∥x⊕ v∥2µ

)∣∣∣∣ . (18)

We take the one-dimensional noise with an orthogonal ba-
sis as a case for high-dimensional vectors. For the vector
in hyperbolic space, a basis b1, ..., bm, the defining xi =

λibi, λi ∼ NBn(·|0, σ2I), and let x = −x0 +
∑n−1

i=1 xi.
According to differential geometry, we can map the vector
from hyperbolic space into the tangent space of the pole µ
by using the exponential map and the logarithm map, and
we have∣∣∣∣ 1

2σ2

(
∥x∥2µ − ∥x⊕ v∥2µ

)∣∣∣∣
=

∣∣∣∣expµ ( 1

2σ2

(
logµ(∥x∥2 − ∥x+ v∥2

))∣∣∣∣ . (19)

Thus we can consider x+ v in the tangent space. Assume v
is orthogonal to some basis bj , and we have ∥x+v∥2 = ∥v+
xj∥2 +

∑
{i|i∈[n],i̸=j} ∥xi∥2 . Thus, logµ ∥x∥2 − logµ ∥x⊕

v∥2) = logµ ∥v∥2 + 2 · λ · logµ ∥v∥, where the parallel
transformation of x in the pole µ is equivalent. Recall that
∥v∥µ ≤ ∆Bnf , we can obtain∣∣∣∣ 1

2σ2

(
logµ ∥x∥2µ − logµ ∥x⊕ v∥2µ

)∣∣∣∣
≤
∣∣∣∣ 1

2σ2

(
2γµλj logµ ∆Bnf − (logµ ∆Bnf)2

)∣∣∣∣ . (20)

in tangent space of pole µ.
For the privacy budget ϵ, according to the Eq. (11), we

can isometric map ϵ to γ−1
µ · ϵ. This quantity is bounded

by ϵ whenever x < σ2ϵ/γµ logµ ∆Bnf − logµ ∆Bnf/2. To

ensure privacy loss bounded by ϵ with probability at least
1−δ/γµ in tangent space with the parameter δ in hyperbolic
space, we require

Pr[x ≥ σ2ϵ/γµ logµ ∆Bnf − logµ ∆Bnf/2] ≤ δ/2γµ.
(21)

Denote σ = cγµ logµ ∆Bnf/ϵ. According to the tail
bound of Gaussian distribution in tangent space. Let t =
σ2ϵ/γµ logµ ∆Bnf − logµ ∆Bnf/2, we have

ln(t/σ) + t2/2σ2 > ln(2/
√
2πδ/γµ)

⇔Pr[x > t] ≤ σ√
2π

e−t2/2σ2

< δ/γµ.
(22)

Since ϵ ≤ 1 , c ≥ 1 and γµ ≥ 1, we have c − ϵ/2γµc ≥
c−1/2γµ, and ln(t/σ) = c−ϵ/2γµc > 0 provided c ≥ 3/2.
Then we consider the t2/σ2 term,(

1

2σ2

σ2ϵ

γµ logµ ∆Bnf
−

logµ ∆Bnf

2

)2

=
1

2σ2

[
logµ ∆Bnf

(
γµc

2

ϵ
− 1

2

)]2
=
1

2

[
(∆f)2

(
γµc

2

ϵ
− 1

2

)]2 [
ϵ2

γ2
µc

2(∆f)2

]
=
1

2

(
γµc

2

ϵ
− 1

2

)2
ϵ2

γ2
µc

2

=
1

2

(
c2 − ϵ/γµ + ϵ2/4γ2

µc
2
)
.

(23)

Since ϵ ≤ 1 and c ≥ 3/2, The boundary of c has c2 −
ϵ/γµ + ϵ2/4γ2

µc
2 ≥ c2 − 8/9. Then, we have

c2 > 2 ln(
√

2/π) + 2 ln(1/δ) + ln
(
e8/9

)
= ln(2/π) + ln

(
e8/9

)
+ 2 ln(γµ/δ),

(24)

which, since(2/π)e(8/9) < 1.55, is satisfied whenever σ ≥
cγµ logµ ∆Bnf/ϵ and c2 > 2 ln(1.25γµ/δ).



Table 4: Statistics of datasets.
Dataset #Node #Edge #Label #Avg. Deg

Cora 2,708 5,429 7 4.01
Citeseer 3,327 4,732 6 2.85
PubMed 19,717 44,324 3 4.50
Computers 13,752 245,861 10 35.76
Photo 7,487 119,043 8 31.80
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Figure 6: Visualization of noise distribution on Poincaré disk
for LaP and RdDP on Cora.

B Experiment
B.1 Dataset Description
We compiled detailed information about the dataset used in
this paper in Table 4.

B.2 Visualization
Fig. 6 illustrates the noise distributions of LaP and RdDP,
reaffirming once again that perturbations without hierarchi-
cal guidance are uniform, insensitive to hierarchical struc-
tures, and incapable of addressing the enhanced MIA asso-
ciated with hierarchy (As the colors and values in the legend
show, red represents a greater amount of noise imposed on
that node.)

B.3 Attack Scenario
We mainly consider the commonly applied Membership
Inference Attack (MIA) model on GNNs.

• Definition (MIA): Given an exact input x and access to
the learned model f(x;θ∗), an attacker infers whether
x ∈ Dtrain or not. We model MIA as a binary classi-
fication task, where an adversary attempts to determine
whether the target node v belongs to the training node-set.

• Principle: MIA consists of the target model, shadow
model, and attack model. Attackers obtain the inference
result from the target model through query operations,
guiding the shadow model to mimic the prediction behav-
ior of the target model to train a set of attack data. The
attack model is composed of MLPs to execute the attack.

• Example: The target model is typically trained in sensitive
domains such as medical. When MIA succeeds, there is a
significant risk of leaking patients (nodes)’ privacy.

MIA Results. We show the MIA results in Table 3 and ob-
tain two conclusions.

• Hierarchical information H enhances the model’s in-
ferential capabilities. GCN+H gets H as a bias in train-
ing, which enhances the attacker’s inferential abilities.

• PoinDP exhibits outstanding defensive capabilities
when facing MIA. In models with protection capabili-
ties, we uniformly set the privacy budget ϵ to 0.2 to ensure
perturbation fairness. A smaller performance in MIA in-
dicates better model protection.

Analysis of Hyperbolicity on Attack Experiment. The
Gromov’s δ-hyperbolicity (Chami et al. 2019) value re-
sponds to the similarity between a graph and a tree. Table 3
is evident that Photo exhibits stronger hierarchical charac-
teristics compared to PubMed (δ=0.15<1.65), i.e. smaller δ
values imply that the graph is more tree-like (clearer hierar-
chical structure) and allowing better utilization of the hyper-
bolic geometry to do, and leads to two conclusions.
• The stronger the hierarchical graph structure, the

greater the inference capabilities of attackers. The
GCN+H model, enhanced with hierarchical information,
improved the AUC score of the attack by 2.7% on Photo
with a stronger hierarchy, whereas the improvement was
only 0.4% on PubMed with a lower hierarchy.

• Euclidean DP methods are less effective in capturing
hierarchical structures compared to methods that are
sensitive to hyperbolic space. PoinDP reduces attack
performance, which means that Photo with higher hierar-
chicality is better reflected, further demonstrating the ef-
fectiveness of hyperbolic geometry in model design.


